
Investigating two models for Brightness 
Perception - ODOG and BIWaM
Symposium 2024

Sebastian Keil



Illuminance

Reflectance

Luminance

Research Question

Light in the 
environment

- Illuminance: The amount of light  
incident on an object.

- Reflectance: The proportion of 
incident light reflected by an 
object.

- Luminance: The amount of light 
reflected by an object.
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L = I · R

In our Environment light is emitted 
from an illumination source, like the 
sun. The amount of light which 
incidents on a surface is called the 
illuminance of the surface. Some 
amount of this illumination gets 
reflected as luminance, this 
proportion is called the reflectance of 
the surface.

The luminance is therefore the 
product of illuminance and 
reflectance.



Research Question

Humans percept 
luminance

- From the Luminance the visual 
system generates the Perception ψ.

- Luminance is a physical variable, 
while Lightness and Brightness are 
the subjective experiences of it.

- The problem now is to understand 
the environment, even if the 
luminance we can sense could be 
made by an infinite number of real 
world situations.

Modelling Vision

Illuminance

Reflectance

Luminance

L = I · R

ψBrightness

Introduction

What happens if we put a human with brain and perception in the system?

- We have no access to the surfaces 
other than through luminance.

- The luminance falling onto our 
retina is determined by Illuminance 
and Reflectance.

- This implies that the retinal 
information itself is meaningless, as 
the same luminance could be the 
result of an infinite number of 
combinations of Illuminance and 
Reflectance.
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When humans are present in this 
environment, they might sense this 
luminance with their eyes.
The visual system then processes 
this sensory information and 
generates the perception of Lightness 
and Brightness.

So Luminance is a physical value and 
Lightness and Brightness are 
perceptual subjective values, i will 
explain them on the next slide.

The amount of light that falls onto our 
eyes is determined by both the 
reflectance and the illumination. 

The problem now is to understand the 
environment, even if the luminance 
we can sense could be made by an 
infinite number of real world 
situations.



Research Question

Brightness and 
Lightness

- The surfaces of the walls in the 
photograph appear uniformly 
white, a lightness judgment

- They are brighter in some places, 
due to the presence of shading 
and shadows in some places than 
others, a brightness judgment

Modelling VisionIntroduction

Kingdom, Brightness and Lightness 2014, The New Visual Neurosciences
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What is Brightness and Lightness

To explain brightness and lightness, this picture 
works very well.
We can tell the walls of the house are uniformly 
white, its all the same paint. This is a lightness 
judgement. 

We can also tell that they are darker in some places 
due to shadows and shadings, this is a brightness 
judgment.

Brightness tells something about the object in its 
environment.
Lightness tells us something about the intrinsic 
properties of the object, like the color.

You see how the visual system generates both 
perceptions from one and the same luminance it is 
receiving in the eye?

First Comparisons



Research Question

Challenging the 
visual system  

- A good representation of 
Brightness Perception is the 
Checkerboard Shadow Illusion 
from Adelson (2000).

- The Patches A and B look different 
in Color, so their Lightness is 
different

Modelling VisionIntroduction

Let's look at a synthetic image
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Let's look at a synthetic image to have more control 
over what the eye is sensing.

This is the Checkerboard Shadow Illusion from 
Adelson. You see the patches A and B? They have 
different colors right? 

Maybe you are already guessing what is happening 
next.



Research Question

- But the Luminances coming from 
both patches are the same.

- So our experience of luminance is 
not what we actual sense at the 
retina.

Modelling VisionIntroduction

- In this Illusion, patch B is located in 
the shadow and reflects the same 
light as patc A in full illumination.

- The only solution is for patch B to 
have a higher reflectance.

- The visual system might detect the 
shadow and compensate for it.

- The visual system takes reflection 
into account to determine how we 
perceive the patches. If it took the 
actual Luminance into account, we 
would see both patches the same.

- This perception became a 
perception of reflection, called 
Lightness (became?)

- Reflectance might be more 
important to the visual system
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Perception is different 
from sensing  

Explanation
The visual system needs to determine the color of objects in the world. In this case the problem is to determine the 
gray shade of the checks on the floor. Just measuring the light coming from a surface (the luminance) is not 
enough: a cast shadow will dim a surface, so that a white surface in shadow may be reflecting less light than a 
black surface in full light. The visual system uses several tricks to determine where the shadows are and how to 
compensate for them, in order to determine the shade of gray “paint” that belongs to the surface.

The first trick is based on local contrast. In shadow or not, a check that is lighter than its neighboring checks is 
probably lighter than average, and vice versa. In the figure, the light check in shadow is surrounded by darker 
checks. Thus, even though the check is physically dark, it is light when compared to its neighbors. The dark checks 
outside the shadow, conversely, are surrounded by lighter checks, so they look dark by comparison.

A second trick is based on the fact that shadows often have soft edges, while paint boundaries (like the checks) 
often have sharp edges. The visual system tends to ignore gradual changes in light level, so that it can determine 
the color of the surfaces without being misled by shadows. In this figure, the shadow looks like a shadow, both 
because it is fuzzy and because the shadow casting object is visible.

The “paintness” of the checks is aided by the form of the “X-junctions” formed by 4 abutting checks. This type of 
junction is usually a signal that all the edges should be interpreted as changes in surface color rather than in terms 
of shadows or lighting.

As with many so-called illusions, this effect really demonstrates the success rather than the failure of the visual 
system. The visual system is not very good at being a physical light meter, but that is not its purpose. The important 
task is to break the image information down into meaningful components, and thereby perceive the nature of the 
objects in view.

Even though their perception was different, the 
luminance of both patches was the exact same.

What this shows us, is that the perception is 
different from what we actual sense in the eye. 

The visual system might not be good at at being a 
physical light meter, but that is not its purpose. The 
important task is to perceive the nature of the 
objects.

To understand how the visual system has acted, we 
need to see that patch B reflects the same amount 
of light as patch A, but it is in shadow, so the only 
solution is that it must have a higher reflectance, 
and this is what we perceive as "lighter color".



Research Question

Simple stimuli

- The precepts of brightness and 
lightness become synonymous.

- The patches appear different in 
brightness, but are identical

- The surrounding of the patches 
has an impact to their perception 

- We need another explanation for 
stimuli, that lack illumination cues

Modelling VisionIntroduction

https://www.researchgate.net/profile/David-Corney

There are also much simpler illusions
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In displays that are devoid of visible illumination
boundaries, however, such as in the simultaneous con-
trast displays on the left of figure 35.3, the percepts of
brightness and lightness become synonymous.
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Let’s have a look at an even simpler image.

This is the simultaneous contrast illusion. Here both 
patches are identical, but the left one appears to be 
lighter and than the right one.

The logic from the checkerboard shadow illusion 
cannot really be applied here, since there are no 
shadows or other information about illumination.

Somehow the surroundings have an impact on the 
patches.

We need another theory!



Research Question

Receptive field 
processing

- neurons create receptive fields 
which can provide an explanation 
to simultaneous brightness 
contrast

Modelling VisionIntroduction

https://www.researchgate.net/profile/David-Corney

https://openbooks.lib.msu.edu/app/uploads/sites/6/2021/03/LightInCenter.png

There are neural units, that compare luminances with their surround liuminances, they can explain SBC
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High Response Low Response

First Comparisons

Researchers have found connections between 
neurons in the retina that create receptive fields. 
These fields compare an area with its surroundings 
and generate a summed response.

In principle, they simply add up all the central 
neurons and subtract all the surrounding neurons.

This simple mechanism can explain the 
simultaneous brightness illusion.

If you look at the left side, the surround is darker 
than the center, so the subtraction value is smaller 
and the total response of that receptive field will be 
high. 
On the right side, the surround is brighter than the 
center, so the total response for that receptive field 
will be lower.

+



Research Question

Modeling receptive 
fields as spatial filter

- It’s easy to model the receptive 
fields as filters.

- To apply the filter we can use a 
Convolution - sliding a filter over 
an image and computing the sum 
of element-wise multiplications.

Modelling VisionIntroduction

Adelson, E. H. (2000). Lightness perception and lightness illusions.
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+-

Filter      Input       Output

Thankfully, we can simulate receptive fields quiet 
good with computer models.

They can be implemented as weights in spatial 
order. Still the center is positive and the surrounding 
is negative.

This modelled receptive field works as a filter. And 
we can apply this filter by sliding it over the pixels of 
the input image and computing the sum of 
element-wise multiplications like shown in the 
figure.

Mathematically this is a convolution.



Multiscale spatial 
filtering models

- 1997 Blakeslee and McCourt 
developed the DOG model using 
the concepts of center-surround 
fields.

- They used a filterbank with filter of 
different sizes

- They could replicate human 
perception to several illusions.

Research QuestionModelling VisionIntroduction

There are two models which 

Blakeslee B, McCourt ME. 1997, Similar mechanisms underlie 
simultaneous brightness contrast and grating induction

Blakeslee and McCourt [Blakeslee, B., & McCourt, M.E. (1997). Similar mechanisms underlie simultaneous brightness 
contrast and grating induction. Vision Research, 37, 2849-2869] demonstrated that a multiscale array of two-dimensional 
difference-of-Gaussian (DOG) filters provided a simple but powerful model for explaining a number of seemingly complex 
features of grating induction (GI), while simultaneously encompassing salient features of brightness induction in 
simultaneous brightness contrast (SBC), brightness assimilation and Hermann Grid stimuli. The DOG model (and isotropic 
contrast models in general) cannot, however, account for another important group of brightness effects including the White 
effect [White, M. (1997). A new effect of pattern on perceived lightness. Perception, 8, 413-416] and a variant of SBC 
[Todorovic, D. (1997). Lightness and junctions. Perception, 26, 379-395]. Blakeslee and McCourt [Blakeslee, B., McCourt, 
M.E. (1999). A multiscale spatial filtering account of the White effect, simultaneous brightness contrast and grating 
induction. Vision Research, 39, 4361-4377] developed a modified version of the model, an oriented (ODOG) model, which 
differed from the DOG model in that the filters were anisotropic and their outputs were pooled nonlinearly. Using this model, 
they were able to account for both groups of induction effects. The present paper examines two additional sets of 
brightness illusions that cannot be explained by isotropic contrast models. Psychophysical brightness matching is 
employed to quantitatively measure the size of the brightness effect for two Wertheimer-Benary stimuli [Benary, W. (1924). 
Beobachtungen zu einem experiment uber helligkeitskontrast. Psychologische Forschung, 5, 131-142; Todorovic, D. (1997). 
Lightness and junctions. Perception, 26, 379-395] and for low- and high-contrast versions of corrugated Mondrian stimuli 
[Adelson, E.H. (1993). Perceptual organization and the jugdement of brightness. Science, 262, 2042-2044; Todorovic, D. 
(1997). Lightness and junctions. Perception, 26, 379-395]. Brightness matches are obtained on both homogeneous and 
checkerboard matching backgrounds. The ODOG model qualitatively predicts the appearance of the test patches in the 
Wertheimer-Benary stimuli and corrugated Mondrian stimuli. In addition, it quantitatively predicts the relative magnitudes of 
the corrugated Mondrian effects in the various conditions. In general, the psychophysical results and ODOG modeling argue 
strongly that like SBC, GI, the White effect and Todorovic's SBC demonstration, induced brightness in Wertheimer-Benary 
stimuli and in the corrugated Mondrian primarily reflects early-stage filtering operations in the visual system.

Blakeslee B, McCourt ME. 
A multiscale spatial filtering account of the Wertheimer–Benary effect and the corrugated Mondrian
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There are models which are doing exactly this 
convolution.

One of the first was a model which used multiple of 
the same filter but in different sizes. These Filters 
create a so called filterbank. 

When you apply the filterbank to the image, you get 
different results for each filter size and then have to 
combine them again.

For this simultaneous contrast illusion on the left, 
you see on the diagram on the right with luminance 
on the y-axis and the pixel position on the x-axis. 
The dotted line shows the input image, the solid line 
shows the output image of the model.

You can see the model “saw” the simultaneous 
contrast effect in the same way as human do, the 
left patch got darker and the right patch got 
brighter.



Spatial filtering 
models cannot 
account for White’s 
Effect

- Patch A has mostly white 
surrounding but looks brighter, 
patch B vise versa.

Research QuestionModelling VisionIntroduction

There are two models which 

11

First Comparisons

White 1981

A B

What they where not able to reproduce was the 
White’s illusion, you are now familiar with.

Patch A has mostly white surrounding but looks 
brighter, patch B vise versa.



Oriented spatial 
filtering models

- Oriented DOG model with 
anisotropic filter 

- The Filterbank is now selective 
also for orientation

Research QuestionModelling VisionIntroduction

Betz, T., Shapley, R., Wichmann, F. A., & Maertens, M. (2015)
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What the researcher then did was adding 
orientation to the filterbank. These models are 
called oriented spatial filtering models.

So it was not just different sizes, but also different 
orientations.

And therefore they had to use a different type of 
filter, which can be oriented and look like this.

They still perform the same convolution with every 
filter in every size and orientation.

This is the filterbank from the ODOG model, where 
they used white’s effect as input. 
In the table you see the response to the processed 
input image for each filter. 

I think this shows pretty good how different each 
filter is selective for different properties of the same 
image. You can think of the filterbank decomposing 
the image into multiple channels.



ODOG and BIWaM 
Models

- BIWaM is also  a 
Multiscale-Spatial-Filtering 
model, but uses a wavelet 
transformation

Research QuestionModelling VisionIntroduction

Blakeslee and McCourt 
1999

Otazu 2007

BIWaM Model

ODOG Model

There are multiple models, BIWaM is doing similar things, but uses Wavelet transformation instead a Filterbank
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BIWaM Model

- The BIWaM model decomposes the 
Image into wavelet planes, which 
have 3 different orientations and 
downsample the image for each 
level of decomposition

Research QuestionModelling Vision MethodsIntroduction

Otazu 2007



Oriented spatial 
filtering models can 
account for White’s 
Effect

- They can account for Brightness 
assimilation in White’s Effect and 
other Illusions

Research QuestionModelling VisionIntroduction

ODOG
15

First Comparisons

BIWaM



How similar are the 
ODOG model and the 
BIWaM model?

- Does the Wavelet Transformation 
differ from the Filterbank 
Decomposition?

- How does the reweighting “in 
between” differ, what part has the 
most impact?

Research QuestionModelling VisionIntroduction
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Blakeslee and McCourt 
1999

Otazu 2007

BIWaM Model

ODOG Model



Similarities of 
both Models

- In general they show a similar 
structure.

- Steps 1 and 3 are necessary to do 
reweighting on scale and 
orientation specific channels

Research QuestionModelling VisionIntroduction
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Differences of 
both Models

- They use different approaches in 
all three steps

Research QuestionModelling VisionIntroduction
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Step ODOG BIWaM

Decomposition Filterbank
- Filter size changes
- 6 orientations, 7 scales
- Gaussian function

Wavelet Transform
- Image size changes 
  “Downsampling”
- 3 orientations, >7 scales
- Gabor function

Recomposition - Summation - Upsampling 
- Summation?

Processing - Weighting with f 0.1

- Normalization globally
- Weighting with own CSF
- Normalization in wavelet
  planes?



Narrow down the 
search for crucial 
Differences

- The plan is to modify the ODOG 
model’s source code to do the 
same processing as the BIWaM 
model including down- and 
upsampling, same filter function 
and same amount of orientations 
and scales

Research QuestionModelling VisionIntroduction
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ODOG BIWaM

scale /
orientation

normali-
sation

DOG / 
Gabor
Filter

down- /
upsampling



Thank You
Any Questions?
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ODOG Model

- Oriented DOG model
- A Filterbank is used to generate 

channels which are sensitive to 
different features of the input 
image

Research QuestionModelling VisionIntroduction

Betz, T., Shapley, R., Wichmann, F. A., & Maertens, M. (2015)
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Kernel usage

Research QuestionModelling VisionIntroduction

wikipedia.org/wiki/Kernel_(image_processing)
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different Kernels

Research QuestionModelling VisionIntroduction

wikipedia.org/wiki/Kernel_(image_processing)
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